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Background
With the rapid growth and sharing of information on the internet, the need to

automatically identify the topic or sentiment of a web page or social media

post has become necessary to meet the demands of systems and users alike

(Ullah et al., 2020). Most research focuses on classifying web pages or

documents in one domain, like phishing detection or identification of fake

news. These studies focus on the content of web pages. Another aspect that

helps describe a document, however, is genre. Orlikowski and Yates define a

genre as "a distinctive type of communicative action, characterized by a

socially recognized communicative purpose and common aspects of form"

(Orlikowski & Yates, 1994, p. 543). This definition is refined by describing genre

as sharing a common form, content, or purpose (Crowston, 1997). By knowing

the genre of the document, a person can be more precise when formulating

their queries and more appropriately judge the relevance of presented results.

Similarly, systems also benefit from knowing the genre of a document when

evaluating its relevance in association with a query (Andersen, 2008).

Research Question
What is the state-of-the-art research on web genre
classification usingmachine learning techniques?

Each step in the process of common machine learning approaches is used to

formulate subquestions regarding the (1) data sets, (2) output features, (3)

input features, (4) pre-processing methods, (5) classification algorithms, (6)

hyper-parameter tuning methods, (7) validation strategies, (8) evaluation

metrics, (9) overall performance, (10) strengths and weaknesses of each

study.

Method
The PRISMA reporting protocol describes several steps that need to be taken to

conduct a good SLR. The first step requires the formulation of inclusion and

exclusion criteria, which help to identify relevant studies. The next step is the

selection of information sources that will be used to find the studies. The

databases ACM Digital Library, IEEE Xplore and Scopus were selected (Tieppo et

al., 2022; Wen et al., 2012). Additionally, following the identification of relevant

studies from the databases, both backward and forward snowballing was

performed (Wohlin, 2014).

The search query was formulated using significant terms from the research

question and including synonyms and allowing alternative spellings. The

general query was ("web* genre*") AND (classif* OR detect* OR identif*) AND

("machine learning" OR autom*) and has been adapted to fit the syntax of each

database. Studies were selected by applying the eligibility criteria. Next,

information from the selected studies was extracted. In the last step, ten

questions were used to evaluate the quality of the selected studies.
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Figure 1. PRISMA 2020 flow diagram (Page et al., 2021)

Results
The most common datasets used to train AWGC models are the KI-04 and 7-

Genre corpora. These datasets contain eight and seven web genres, and 1,209

and 1,400 web pages, respectively. The most common input sources are web

pages, text and HTML tags. NLP methods (n-grams, part-of- speech tagging)

and frequency-based features (number of links and average sentence length)

are used for feature generation. Most approaches implement minimal pre-

processing strategies (stopword removal).

Generally, approaches use fewer features, but in the case of more features,

selection methods (Information Gain, TF-IDF) are applied to select the most

relevant features. The most commonly used algorithm is Support Vector

Machines (SVM). Most studies do not adjust the hyper-parameters of the

algorithms, however when applied Grid Search is implemented.

Ten-fold cross-validation, Accuracy, and F-measure are used to validate and

measure the performance of AWGC models. The performances for single-label

classification models are excellent, but the mean performance of more

sophisticated approaches is lower (86% Accuracy, 50% F-measure).

Discussion
The need for more and updated sample data is evident. Most of the corpora in

use have been annotated by up to three people and contain less than 1,500

samples. A large corpus would be a more realistic training set.

Furthermore, this corpus should include noise and hierarchical relationships

and allow pages to have multiple genres. Current benchmark data sets only

contain a low number of genres that have not been updated for almost twenty

years.
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